A Moblie App collects and displays Daily COVID-19 and Flu Cases
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*Abstract*— Machine learning is widely used to do prediction and give suggestion. When enough data is available, supervised learning is a good way to build accuracy models. Covid-19 is one of the hottest topics in this year and flu is also a problem confused people for many years. This project is to develop an android app to predict the trend of flu and covid-19, also can give people suggestion whether they need inject flu vaccine or not. All trend prediction and flu vaccine suggestion based on their assemble model. In this project, KNN, decision tree and Multi-layer perceptron are mainly used to train models.
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# Problem Introduction, Challenges and Related Work

## Problem Introduction

From Dec.2019, the covid-19 spread from Wuhan to the world. Millions of people suffered from this new virus. At the same time, the economy of many regions stopped growing.

Machine learning and deep learning tech are widely used to help people to fight against this kind of new virus. For example, L. Mertz and his team developed AI-driven tools to quantify Lung Images.[1] At the same time, in people's daily life, many apps are developed for keeping people away from the Covid-19 virus. J. Berglund and his team developed software to track the virus.[2]

The epidemic has not been controlled so far and winter has come. Therefore, anticipation and early warning of Covid-19 are necessary. Use an app to help people away from Covid-19 seems necessary to work. If we can predict the possible outbreak of the epidemic, then forecast it to the public.

Currently, people use machine learning methods to predict the trend in the price of goods. Based on the history price, it is feasible to predict future prices. A. Yousefi and his team have used this tech to predict long-term electricity prices.[3] Therefore, it is also feasible to use machine learning to predict the future trend of covid-19 as well.

This technology can be also used to forecast flu. At the same time, machine learning models can be used to predict whether a person needs a flu vaccine shot or not.

In part I, this section introduces the project background, challenges meet in this project and related work.

In part II, this section introduces the formal definition of the problem, including the framework of this project and the detailed parts of this problem.

In part III, this section introduces the algorithms which are used to make machine learning model, android app (client-side) development and server-side development.

In part IV, this section introduces the numerical solution of machine learning part of this project.

In part V, this section demonstrates the whole android app system including client-side and server-side.

In part VI, this section summaries this paper.

## Challenges

### Data Collection and Procession

In the past, research project assignments are with datasets given by professor. These datasets are all well designed for my projects, and no need to reprocess these datasets. This time one of the biggest problems is to get good datasets

### Machine learning

Unsupervised learning has many kinds of algorithms, such as linear regression, support vector machines. however, different algorithms have different performance on different task. Therefore, it’s necessary to pick some good algorithm for project.

### Android App Development

As brief description of my project, this app should be a user-friendly manner. When this app is being designed, ease of use must be considered. So, there are many restrictions and requirement when designing apps.

## Related Work

### COVID-19 Future Forecasting Using Supervised Machine Learning Models[4]

Furqan Rustam and his team use the dataset provided by the Center for Systems Science and Engineering, Johns Hopkins University. This dataset include features like latitude, longitude and the number of new inflect people.

They use 4 algorithms, Linear Regression, LASSO, Support Vector Machine and Exponential Smoothing to do future covid-19 forecasting. They set 85% of data as training data and 15% as test data.

ES and LASSO method perform good in forecast new cases with higher score and lower MSE. LR perform not bad and SVM cannot make a good prediction.

### Prediction of Influenza and the Associated Pneumonia in Taiwan Using Machine Learning[5]

Sing-Ling Jhuo and his team use a different kind of dataset and algorithm to study the trend prediction of Influenza. In their dataset, there are a lot more kinds of features such as temperature, relative humidity, PM2.5 and CO. Then their study dataset has more features.

Then they use a deep learning method, Multilayer Perceptron (MLP), to make model. Their study achieves 77.54% accuracy for the trend of influenza. The accuracy of elder population is especially good. The accuracy gets 81.16%.

# Formal Definition of the Problem

## Overall Framework

An android can collect data input by user, then machine learning model can calculate the predict of this data.

Then this app can display the prediction trend of covid-19 and flu or give app user suggestion whether he or she should take flu vaccine shot or not.

|  |
| --- |
|  |

1. Structure of Server Part and Client Side

## Data Procession Part

After collect dataset from internet, make them become a suitable dataset for supervised learning. Make sure that they have suitable labels and their features.

For example, the raw data of flu trend prediction records flu cases happened in Australia. The focus labels are the numbers of new cases. Therefore, we need to process data, like adding cases happens at same time and same place to one row.

## Machine Learning Part

Try different kinds of supervised machine learning algorithm to solve 3 problems, flu trend prediction, covid-19 trend prediction and flu shoot suggestion.

Then, compare their accuracy, MSE and other scores to choose suitable model. Pick about 2~3 models as final decision.

## Andriod APP Development Part

Client part is an android app which collects the data input by user and sends them to server; finally display the solution given by Server.

The main part of server part is assembling models based on ml model picked at machine learning part. Server part receive the data from client side and calculate them by machine learning models.

# Description of the Solutions

## Data Procession

### Covid-19 trend prediction data procession

The raw datasets include us\_counties\_covid19\_daily.csv (dataset 1 in following part), us\_county.csv (dataset 2 in following part), and Action.csv (dataset 3 in following part).

|  |
| --- |
|  |

1. Head of us\_counties\_covid19\_daily.csv (dataset 1)

|  |
| --- |
|  |

1. Head of us\_county.csv (dataset 2)

|  |
| --- |
|  |

1. Head of Action.csv (dataset 3)

I set dataset 1 as main dataset and I will merge necessary data from dataset 2 and dataset 3 to dataset 1. In dataset 1, there are two columns called fips and state, which will be used to merge dataset 2 and dataset 3. Fips is the code of county.

I use dictionary method (which is a special kind of hash table) in python to merge data. In merging dataset 1 and dataset 2, I set fips in dataset 2 as key and other local information as value. Then we can add local data to dataset 1. For example, the first row of dataset 1, fips is 1001, Then we can find the value of key 1001 in dictionary including its state, population and other elements. Then merge this to first row of dataset 1.

|  |
| --- |
|  |

1. Merge several datasets for Covid-19 dataset

Use dictionary method as before, I set state initial as key and other element as value for merging dataset 1 and dataset 3.

Then, we need to make policy change from date to yes or no. As we know the date and policy effect date. Therefore, it means policy is effective that date is after policy effect date, and I will record this as 1 and record policy no effective as 0.

Finally, drop the repeated data and unnecessary data to make final dataset for study. Randomly set 70% of dataset as train data and other 30% dataset as test data

### Flu Vaccine suggestion data procession

|  |
| --- |
|  |

1. Head of Flu Vaccine suggestion dataset (dataset 2)

Flu Vaccine dataset is a relatively mature dataset, no need to merge more data. However, there is some mysterious data in the dataset. For example, as in Fig.6. the data in hhs\_geo\_region column is ‘oxchjgsf’ and other data cannot be understood. Therefore, I need to drop these mysterious data for further study.

Finally, after drop the mysterious data to make final dataset for study. Randomly set 70% of dataset as train data and other 30% dataset as test data

### Flu trend prediction data procession

As is shown in Fig.7., the dataset record flu cases in Australia, but not how many new cases happen in a place. As I want to have dataset to train machine learning model to predict the trend of flu in a place, I need to change the dataset.

I set age 0-9 as group 1, 10-19 as group 2, 20-39 as group 3, 40~54 as group 4 and 55+ as group 5.

Then calculate the number of new cases in the same place, at the same time and in the same age group to form the new dataset.

|  |
| --- |
|  |

1. Head of Influenza (laboratory confirmed) Public datset 2008 to 2017 - Copy

Then as lack local information also no specific policy for flu. I search local population from internet. Add population to dataset.

Finally, drop some unnecessary data. Randomly set 70% of dataset as train data and other 30% dataset as test data.

## Machine Learning Part

### Instruction of Algorithmns used in this Project

#### Multiple Linear Regression & Lasso Regression

Linear regression is a linear approach model the relationship between value (yi) and one or more variables (xij). Their relation formulation i.e.

(1)

|  |
| --- |
|  |

1. Linear Regression Sample

MSE cost function of linear regression the average of the square distance between real value y and predict value i.e.

(2)

The difference between Lasso regression and linear regression is their cost function. The cost function of Lasso regression adds a penalty equal to the absolute value of coefficients i.e.

(3)

#### K-Nearest Neighbors Algorithm

Different from Linear regression, KNN is a non-parameter method machine learning algorithm. KNN algorithm is that if most of the K nearest samples in the feature space of a sample belong to a certain category, the sample also belongs to this category and has the characteristics of the samples in this category.

#### Decision Tree Algorithm

|  |
| --- |
|  |

1. Decision Tree Model Sample

Decision tree algorithm is a kind of predictive model. The decision tree algorithm uses a tree structure and uses layered inference to achieve the final classification.

#### Multi-layer Perceptron

A multilayer perceptron (MLP) is a kind of neural network, a mlp at least consist by 3 layers of node, an input layer, an hidden layer and on output layer

|  |
| --- |
|  |

1. Decision Multi-Layer Perceptron Network Sample

As other Neural network as CNN, MLP also need activation function. In this project, classification model use relu and thah as activation function in hidden layers, and use sigmoid activation function in the last layer and regressive model use linear activation function in the last layer.

#### Score Method

In this project, F1 score and R2 score are mainly used for judging a model is good or not. F1 score is used for classification model and R2 model is used for regression score.

F1 score is a measure of a test's accuracy. It is calculated from the precision and recall of the test. It’s more reasonable than accuracy score for judging a classification model is good or not. For example, in a dataset that 10 people is suffering cancel and 90 people are healthy. A model classifies all people healthy has 0.9 accuracy score, it’s unreasonable.to think that this model is good.

TP – Numbers of True positives

FP – Numbers of False positives

FN – Numbers of False negatives

R2 score is coefficient of determination, which is used for how good reflects the fluctuation of the dependent variable y (labels) what percentage can be used as the independent variable x (features). The higher R2 score, the better the model explains the dataset.

R2 score is equal to 1 - sum of squares of residuals / total sum of squares. i.e.

(5)

RSS - sum of squares of residuals

TSS - total sum of squares

(6)

(7)

n - number of samples

f(xi) - predicted value of yi;

- ith value of the variable to be predicted;

- mean value of a sample

### Covid-19 Trend Prediction

In Covid-19 trend prediction, I try Linear regression, Lasso regression, decision tree, KNN and multilayer perceptron.

At the first try of linear regression and Lasso regression, the R2 score is very low, so I think these two models are not good enough for this problem. Decision tree, KNN and multilayer perceptron are promising models for solving this problem.

Firstly, I study decision tree model, I try to add the max layer of decision tree and the R2 score of training data prediction is become higher, however the R2 score of testing data grow lower a lot after layer number is more than 6. I think that overfitting happens, and I set 6 as the max layer of this decision tree.

Then I study KNN model, I still try to improve the r2 score of KNN models. As I add K number, the R2 score start to improve and this improving trend almost stops when K is equal to 8. Therefore, more neighbors will not do good to the model accuracy but only add calculation time. Therefore, I set K as 7.

Finally, I try MLP model. Firstly I need to normalization all the data, or this models always underfitting. After a normalization layer is added in MLP model, underfitting is solved. I set the model stop fit when value of loss stopes become fewer; set optimizer as Adam and loss function is MSE.

Based on the R2 score, I set the weighted average predict new cases of these three models as the final assemble model.

### Flu Vaccine Suggestion

-----------------------------------------------------------

As linear regression and Lasso regression cannot be used to solve a classification problem, in Flu Vaccine suggestion models, I try KNN, Decision tree and MLP algorithm. As the first try of these three models make a good solution with high F1 score, I try to study and improve all these three models.

### Flu Trend Prediction

-----------------------------------------------------------------------

## Andriod APP Development Part

### Client Part

The main function of client part is let user input data such as his/her age and other easy-to-get information. Save this information to let app autofill if user use this app next time.

At the first page of this app, let user choose the function he or she want to use, including flu trend prediction, covid-19 trend prediction and flu vaccine suggestion. At next page, user will input his or her data. As the requirement of this app is let user be easy to use. I delete some data column which may let user hard to use and this leads the score of models decrease little. After user input all data, this client will send all data to server side with the first element of data is function name. Other elements are data which will be used to make prediction.

|  |
| --- |
|  |

1. Function diagram of client side

Final part of app is to display the received suggestion from server side.

|  |
| --- |
|  |

1. Function diagram of server side

### Server Part

Before the server side runs, it loads all 8 models first. Then client will judge which models will be used to predict. After it gets the prediction and assemble the prediction of 2~3 models, final suggestion will be sent to client side.

### TCP/IP (Socket Part)

Server side and Client part connect by TCP/IP (socket), server side will be started first to listen and accept socket from client side. Next, server side receives the data from client side. After machine learning models make prediction, server side send prediction or suggestion to client side.

# Numerical Results and Analysis (1 Page)

1. Table Type Styles

| Table Head | Table Column Head | | |
| --- | --- | --- | --- |
| Table column subhead | Subhead | Subhead |
| copy | More table copya |  |  |

*a**b* 

# System Demonstration (1 Page)

## Server Part

## Client Part (Andriod APP)

# Conclusion (0.5 Page)
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